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Abstract 

Muc h researc h on influence operations (IO) and cyber-enabled influence operations (CEIO) rests on 

the assumption that state-backed digital interference attempts to generically produce sociopolitical 

division favorable to the perpetrator’s own interests. And yet, the empirical record of malicious IO 

during the 20 1 0s show that social media manipulation and messaging takes a number of forms. 

In this article, we survey arguments regarding the targeting tactics and techniques associated with 

digital age IO and suggest that existing accounts tend to ignore the strategic context of foreign 

interference. We propose that state-sponsored IO are not unlike conventional political messaging 

campaigns in that they are an evolving flow of information rooted in several key objectives and 

assumptions. However, the strategic position of foreign actors as an outside force constrains op- 

por tunities for ef fective manipulation and forces cer tain operational constraints that shape practice. 

These outside actors, generally unable to create sensation from nothing without being unveiled, 

rely on domestic events tied to a broad macrosocial division (e.g. an act of race violence or protest 

activity) to create the conditions wherein social media manipulation can be leveraged to strategic 

gain. Once an event occurs, belligerents tailor steps being taken to embed themselves in relevant 

social networks with the goal of turning that influence toward some action. We illustrate and val- 

idate this framework using the content of the Russian Federation’s coordinated trolling campaign 

ag ainst the US A between 20 15 and 20 16. W e deploy an empirical testing approach centered on fear 

appeals as a likely method for engaging foreign populations relative to some domestic triggering 

event and find support of our framework. Specifically, we show that while strong associations exist 

between Russian ad emissions on Facebook and societal unrest in the period, those relationships 

are not statistically causal. We find a temporal ordering of social media content that is highly sug- 

gestive of a fear appeals strategy responsive to macrosocial dividing events. Of unique interest, 

we also see that malware is targeted to social media populations at later stages of the fear appeal 

threat lifecycle, implying lessons for those specifically interested in the relationship between CEIO 

and disinformation tactics. 
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Introduction 

Few threats to the national security and political integrity of Western 
democracies are as worrisome as state-sponsored efforts to poison 
and subvert civil society discourse through the manipulation of so- 
cial media platforms and related information systems. Today, these 
platforms are increasingly used by nefarious actors to disrupt “infor- 
mation flows [via] strategic deceptions [made to] appear very credible 
to the people consuming them” [ 1 ].1 The resurgence of this practice 
in the 21st century has been fueled by the interconnectedness borne 
of global Internet usage and is variously termed by pundits, scholars 
and others as “fake news,” “democracy hacking,” “election hack- 
ing,” or simply influence campaigns or operations (IO) [ 2 ]. Though 
such interference—which sometimes happens in tandem with cyber 
attacks—is simply a form of political warfare given novel character 
by web technologies, these labels and others like them sit at the heart 
of both popular and scholarly commentary on the efforts of the Rus- 
sian Federation, Iran, China and a growing list of other states to sub- 
vert the function of democratic civil society. This reality draws atten- 
tion to such efforts, which is good. But it is also problematic because,
as other researchers have noted, resulting discussion of this phenom- 
ena (1) is invariably politically charged and (2) often describes polit- 
ical warfare via social media as primarily consisting of the spread of 
strictly untrue information. 

This latter suggestion—that most state-sponsored social media 
manipulation consists of spreading divisive untruths—is one now 

regularly questioned by researchers. A range of explanations for the 
styles of engagement seen across more than two dozen major in- 
fluence campaigns against Western states since the mid-2010s have 
emerged, many of which offer some idea as to why untruths have 
received so much focus. The original argument, of course, adopted 
in early analyses and punditry alike, is that lies simply help inflame 
sociopolitical fault lines, which is the assumed goal of IO (see [ 3 ] ).
But this argument suffers on two fronts. First, empirical study shows 
that social media manipulation is clearly more than just spreading 
untruths (e.g. see ref. [ 4 ]). And second, assumptions about targeted 
division do not reflect the nuanced strategic objectives of foreign bel- 
ligerents. Other explanations attempt to account for these consider- 
ations. One set of arguments, for instance, points out that the pre- 
ponderance of anti-Western IO analyzed thus far are backed by the 
Kremlin and that interference from Russia is simply a continuation 
of longstanding active measures tactics [ 5 ] going back to the days of 
the Soviet Union. Here, the spread of lies is a more likely function of 
IO than other, more subtle forms of manipulation because they re- 
flect favored standard operating procedure. Another set of arguments 
claims that much IO seen in the digital age thus far has been trial- 
and-error, with belligerents trying a wide range of tactics to see what 
works. In this telling, the spread of outright lies are just the most vis- 
ible manifestation of multi-purpose influence efforts, the proverbial 
movement of the trees that reflect a hidden creature passing under- 
neath. And yet others argue that untruthful information spread in 
the most prominent cases of recent IO—the Russian interference in 
the USA in 2016 and preceding the Brexit referendum, particularly—
simply reflect case-specific knowledge (e.g. see ref. [ 6 ]). Russian ef- 
forts in 2016 may, for instance, have stemmed from generalized use of 
publicly available polling data or from the now-infamous “one-time 
trade” of campaign information by Trump associate Paul Manafort 
to Russian intelligence. 
1 For scholarly treatments of recent information warfare efforts in strategic 
and operational terms, see inter alia Jensen 2017; Jensen, Valeriano and 
Maness 2019; Lukito 2019; and Bastos and Farkas 2019. 
These explanations for the patterns scholars have now begun to 
observe in the prosecution of IO-related social media manipulation 
efforts are unsatisfying or limiting in several ways. Beyond the fact 
that such manipulation is obviously so often more than the clearcut 
spreading of lies [ 4, 7–12 ], rationalizations of IO that point to for- 
eign state characteristics (such as institutional practice) or case de- 
tails (such as the Manafort gift of information) ignore the opera- 
tional realities of influence campaigns as something intended to pro- 
duce strategic gain from clandestine practice. Because of this, they 
are difficult to generalize from and are also vulnerable to narrow 

counterarguments. For instance, the precedent of Moscow’s old in- 
terference playbook might help explain the details of some activity in 
the USA in 2016, but the primary Russian institution responsible—
the Main Directorate of the General Staff of the Armed Forces (or 
GRU)—has no clear institutional lineage to such efforts during the 
Cold War. And arguments about experimentation with different ap- 
proaches in the 2010s have an obvious explanatory half-life, as in- 
stitutions learn lessons and formalize their chosen approach at some 
juncture in strategic documentation, doctrine, and training. Clearly,
better theorization of the common features of IO in the digital age as 
methods of strategic engagement is needed as both complement and 
contradiction to these limited or limiting arguments. 

In this article, we propose that state-sponsored influence cam- 
paigns are not unlike conventional political or commercial messaging 
campaigns in that they are an evolving flow of information rooted in 
several key objectives and assumptions. However, the strategic po- 
sition of foreign actors as an outside force constrains opportunities 
for effective manipulation and forces certain operational constraints 
that shape practice. In the sections below, we describe IO as emerging 
from a foreign state agenda that is hidden but observable. Specifically,
the agenda is observable in actions that reference definable macroso- 
cial developments in the target nation. Foreign actors, generally un- 
able to create sensation from nothing without being unveiled, rely 
on domestic events tied to a broad macrosocial division (e.g. an act 
of race violence or protest activity) to create the conditions wherein 
social media manipulation can be leveraged to strategic gain. Once 
an event occurs, belligerents tailor steps being taken to embed them- 
selves in relevant social networks with the goal of turning that influ- 
ence toward some action. This framework constitutes a lifecycle for 
digital interference that is prompted by and dependent on domestic 
triggering events. Most importantly, this framework for understand- 
ing digital age IO is generic, allowing for explanation of IO across 
a diversifying spectrum of national conditions and belligerents, as 
well as generalization about one of the most concerning sources of 
insecurity for Western democracy in the 21st century. 

To explore and demonstrate the validity of this framework, we 
perform data analyses designed to (1) surface the significance of trig- 
gering events and (2) establish the presence of a pursuant lifecycle of 
social media interference. On this latter point, we do so in specific ref- 
erence to fear appeals [ 13 ]. This theoretical choice is intuitive, as fear 
appeals are arguably the most widely applied lens via which scholars 
in multiple disciplines have studied persuasion in the context of po- 
litical campaigns (of which foreign-backed IO are one kind). More- 
over, that IO involve weaponizing fear is widely acknowledged by 
the academic community [ 14–16 ], though a fear-centered lens has 
not, to our knowledge, been applied to understand the evolution of 
a state-sponsored information operation. Our work here thus, in ad- 
dition to illustrating the significance of cycle-prompting macroso- 
cial triggering events, also addresses a need to systematically un- 
pack the relationship between fear appeals and IO. However, we note 
from the outset that our focus on fear appeals is a methodological 
choice. They are not critical to our theoretical contribution and other 
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esearch may legitimately substitute other methods for observing IOs
ia indirect measurement. 

To demonstrate and validate our arguments, we analyze the dy-
amics of the Russian State’s coordinated trolling campaign against
he USA beginning in 2015. We collect over 3000 individual PDF
ocuments published by the (then) Minority in the US House In-
elligence Committee—with each document corresponding to an In-
ernet Research Agency (IRA) ad buy on Facebook—and describe
he challenges in analyzing the data given its published format.2 We
ote that these documents constitute the entire known population of
RA sponsored content on Facebook designed to influence the 2016
S presidential election. We then combine these data into a time se-

ies with the only publicly available collection of Black Lives Mat-
er movement related protests, our presumed (for several reasons de-
cribed below) macrosocial correlate. We design additional, exoge-
ous covariates and fit a vector generalized linear model (VGLM)
n the style of classical vector autoregressive models with exogenous
ariables (VARX). Using this novel dataset, we empirically test our
ramework and examine the strategy of IRA ad buys and the fear-
ased construction of IRA messaging, assessing the conventional wis-
om that these buys were simplistically intended to sow discord and
ur alternative framework. 

In simple terms, our study illustrates that coordinated digital
olitical interference need not rely on falsehoods or so-called
fake-news” as is so often implied in punditry. In doing so, we
dd evidence to the work of scholars who have demonstrated that
actual manipulation is often more potent than factual fabrication
n attempts to set sociopolitical agendas [ 17 ]. With foreign-based
nfluence campaigns, the ability to frame inauthentic narratives at
cale toward the attainment of an unknown hidden agenda usurps
rganic discourse within the targeted society. While the effects of
uch malicious information operations are not well understood,3 

heir potential to artificially promote macro-social divisions is
elf-evident [ 18 ]. Stewart et al. note, further, that “we have very
ittle systematic evidence about … these accounts and how they are
perated” (p. 1). This article adds such evidence by addressing the
ifecycle of content publication linked to an actor agenda rather
han only the content or the medium itself. 

More importantly, our study validates the proposed framework
f strategic IO behavior in the digital age and advances work on
ear appeals by finding clear indications of threat severity, self-
fficacy, and response-efficacy messaging in a major coordinated for-
ign state-sponsored trolling campaign. We note clear evidence that
hese fear appeals emissions are strongly associated with evolving
round truths; i.e. fear appeals messaging emissions are dependent
n the evolution of the macrosocial divide that coordinating trolling
eeks to exploit and the hidden agenda they wish to benefit. Sta-
istically significant results tie the timing of campaign messaging to
hese critical triggering junctures and evidence of attempts to spread
alware alongside messaging elements found later in the lifecycle

trongly suggests that the sequencing that we model is purposeful on
he part of foreign state belligerents. 

Our work suggests a series of implications for policy and prac-
ice, not least because of the continued pressing need to better develop
ystems and policy regimes to combat hidden and foreign influence
 The data underlying this article are available at https://intelligence.house 
.gov/news/documentsingle.aspx?DocumentID=379 . The datasets were de- 
rived from sources in the public domain. 

 Some (e.g. Jamieson 2018) make the case, by drawing on theoretical in- 
sight but eschewing empirical analysis, that such campaigns must have an 
impact. 

I  

a  

s  

t  

i  

c  

f  
mplemented via the manipulation of social media. The remainder
f this paper is organized as follows. The “Influence operations, cy-
erspace, and domestic context” section provides the theoretical lens,
ollowed by the discussion on our proposed framework and hypothe-
es on coordinated, non-anarchic online trolling in the “Methods:
bjectives, hypotheses, and a fear appeals framework for indirectly
easuring IO” section. The “Data description” section presents a

pecific coordinated, non-anarchic activity that we chose to empiri-
ally test our framework, Russian trolling on Facebook ads, and the
ata collected. The “Empirical evaluation”section describes the anal-
sis method to empirically test our framework and the test results.
he “Discussion and implications: a lifecycle of IO social media en-
agement” section presents the discussion of results and study im-
lications. The final section offers conclusions and future research
irections. 

nfluence operations, cyberspace, and domestic 

ontext 

he exploitation of information and information systems as a means
f achieving some measure of social, economic, or political interfer-
nce is far from a unique feature of the Internet age. Across hu-
an history, information warfare has been utilized to deceive op-
onents, to influence complex polities, and to create favorable con-
itions without the application of direct force. In modern history,
olitical warfare was a significant feature of great power struggles
hat preceded and then defined the Second World War, as well as a
ore defining activity of the low-intensity contestation that consti-
uted the Cold War. In the latter case, information became arguably
he most significant weapon of both the USA and the Soviet Union
hort of nuclear weapons from the 1950s onwards. Over 40 years,
ropagandistic interference or psychological deception operations in
oth blocs and across the Third World played a part in almost every
olitical transformation, economic development, and shooting war
 19 , 20 ] tied to the global contest between communism and capital-
st democracy. 

In the 21st century, influence operations have gained resurgent
opularity as an operational mechanism for extending state power in

ndirect, subversive, and exploitative fashion. Unsurprisingly, schol-
rs regularly attribute the global spread of Internet access and the
volution of web technologies as key reasons as to why IO have
ecome so popular. Specifically, IO—for which there is an immense
omenclature of often-interchangeable terms, such as political war-
are, information warfare (IW), hybrid warfare, disinformation cam-
aigns, election hacking campaigns, and more (for a discussion of
hese terms, see inter alia [ 21–25 ])—have increasingly been deployed
s one of several techno-strategic means of allowing states to degrade
he power and integrity of their peer competitors without risking es-
alation. Cyberspace enables such operations from afar and also en-
bles several adjuncts to traditional media manipulation tactics, such
s the use of cyber attacks (i.e. cyber-enabled IO or CEIO) [ 26 ] or the
acilitation of dark money activities. 

Despite the growing ubiquity of influence campaigns undertaken
y strategic competitors targeting one another’s societal processes,
O and CEIO have yet to receive satisfying treatment by experts
s a form of engagement guided and operationally shaped by clear
trategic objectives and constraints [ 23 ]. As we noted in introduction,
here exists a substantial body of research in communication stud-
es, information systems, and psychology that has evaluated influence
ampaigns and social media manipulation, particularly taking point
rom major episodes like the 2016 interference in American election

https://intelligence.house.gov/news/documentsingle.aspx?DocumentID=379
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proceedings, British general elections both before and following the 
Brexit vote, and both Dutch and German federal elections between 
2016 and 2017 [ 27 , 28 ]. These studies are methodologically diverse 
and have done much to further the empirical picture of digital age 
IO, particularly that involving the Russian Federation. However, the 
question of IO targeting—meaning what drives variation in how in- 
fluence campaigns are executed—remains undertheorized. Indeed, it 
seems fair to characterize the bulk of work on IO at this juncture,
with some exceptions we will now discuss, as implicitly anchored 
to several core simplistic assumptions, the most obvious of which 
is the oft-cited but misleading idea that influence campaigns involve 
spreading lies in order to inspire confusion and division. 

In the literature on information warfare, broadly construed, there 
several theories as to why digital age IO look the way they do. The 
variation that these explanations address is multiform, but might 
generally be thought of as differences in who is targeted in victim 

societies, how substantial is the attention paid to certain targets or 
narratives, and what kind of communication strategy is pursued. On 
this last point, while the commonplace association of the term “fake 
news” with IO might lead one to assume that information manipu- 
lation tends to take the form of injected falsehoods, recent analyses 
reveal that IO content is as varied as that coming from any polit- 
ical campaign [ 29 ]. Bot accounts linked to Russian campaigns, for 
instance, have been seen to undertake diverse messaging activities 
ranging from recirculating sensationalist content and implying the 
legitimacy of conspiracy theories to retweeting legitimate news sto- 
ries and commenting on sports results [ 30 , 31 ]. 

We group theories about the conduct of digital age IO and CEIO 

into four categories. The first is the most simplistic: IOs aim to create 
division and exacerbate fault lines of social conflict wherever they 
might be found. This argument is the most common one made to 
explain IO and is found in so many pieces of research and punditry 
that it might better be thought of as a foundational assumption than a 
well-structured theory [ 32–34 ]. The intuition behind this idea is sim- 
ple: foreign aggressors generally aim to distract their competitors by 
inflaming domestic conflicts. This idea is, broadly, a reasonable one.
But it lacks an ability to explain variation in the tactics and targets of 
IO and also generalizes about the goals of influence campaigns to an 
unreasonable degree. Some Russian-backed IO efforts have centered 
on efforts to discredit political process (e.g. Netherlands or Italy in 
2016) while others have targeted key policies, domestic figures or 
even foreign policy issues (e.g. the UK in 2015–16 or Czech Republic 
in 2017–18) [ 27 , 35 ]. The sociopolitical division assumption broadly 
fits the facts, but cannot explain variation in tactics or technique. 

Two additional sets of explanation for digital IO emphasize op- 
posite sides of the target/victim coin. On the one hand, analysts have 
pointed to Russian influence campaigns as an extension of Soviet-era 
employment of active measures for purposes of political interference 
[ 5, 36, 37 ]. Here, as noted in the sections above, it is the context of 
the attacker that explains variation in approach. Thus, one could ex- 
tend the argument to other belligerent states. But, again, while there 
is likely some truth to the fact that institutional and national his- 
tory drive contemporary approach, there is enough evidence of the 
varying and changing nature of IO in the 2010s and 2020s thus far 
to illustrate that Russian tactics and techniques are evolving with 
the technologies and socio-technological context of the 21st century,
even as the strategic preference for IO remains static. On the other 
hand, some experts have argued that formats of IO engagement in 
certain cases is down to the facts of a specific case [ 6 ]. There is circum- 
stantial evidence that in 2015–17, for instance, Russian operations in 
the USA and the UK benefited from information handed over by do- 
mestic surrogates. Again, there is likely some truth to these assertions.
However, such arguments offer a limited ability to generalize about 
IO. Not all foreign belligerents can access credible domestic sources 
of targeting information. Not all IO campaigns favor one domestic 
element but rather many or none, seeking more generally instead to 
suppress voter turnout or to generate issue support. And even those 
belligerents that do use proprietary information from surrogates do 
not do so in all cases, as has been true for Russia across the nearly 
two dozen IO launched against the West by Moscow since 2014. 

Finally, many have expressed the idea that much IO seen to 
date launched by countries including Russia, China, Venezuela, Iran,
Cuba, and Saudi Arabia have contained a great amount of trial and 
error [ 38 ]. This argument has an obvious flaw if one were to attempt 
to apply it to explain variation in patterns of IO engagement, namely 
that experimentation will invariably lead to predictable practices for 
an actor after some n amount of time. And yet, the substance of this 
explanation for IO is hard to overlook. On the one hand, early efforts 
by Russia to manipulate social media for strategic gain in the mid- 
2010s did—as noted by numerous writers (e.g. [ 39 ])—appear to try 
different methods of engagement before settling on preferred tech- 
niques. On the other hand, more importantly, the idea of relying on 
conditions in the target nation to set the tempo and style of engage- 
ment makes substantial sense. After all, civil societies differ in the 
base conditions that might prove exploitable for foreign belligerents.
Moreover, forcing a new divide or injecting sensationalist narratives 
without context might draw attention to outside interference and risk 
hardening the target nation against such influence going forward. 

We also note that many studies exist that focus entirely on the IRA 

without theorizing more broadly on IO. Specifically, in the years fol- 
lowing the House Select Committee on Intelligence’s release of IRA 

ad-buy data, and coinciding with the concerted efforts of social plat- 
form owners (e.g. Twitter) to make available data related to coordi- 
nated trolling campaigns, numerous studies have emerged offering up 
varying analyses of that data, attempting to account for the actions of 
the IRA. This literature does the critical work of providing thorough 
characterizations of the content of IRA coordinated trolling activ- 
ity. Such studies have shown that IRA coordinated trolling employed 
rhetorical techniques thought to elicit “anger and fear” [ 40 ]. These 
authors find evidence that inflammatory language was widely used 
in IRA advertising content on Facebook. Others have looked at how 

different IRA ads on Facebook were consumed by the target audi- 
ence, finding that right-leaning content was most voraciously con- 
sumed [ 41 ]. The University of Oxford has published one of the most 
exhaustive characterizations IRA sponsored social media content [ 2 ].
However, the messaging content of the IRA social media campaigns 
are not within the scope of their analysis, which is focused on the 
structured data points provided by the social media platforms and 
the US Congress. Others have focused squarely on the engagement 
[ 42 ] of the audience with the IRA sponsored content. These authors 
also employ a topic model (as well as other content analytics such as 
sentiment modeling) to shed light on the correlation between content 
type and user engagement. Interestingly, we derive an almost identi- 
cal topic model in the following sections of this study. What is com- 
mon across every study we examined is their focus on cross-sectional 
analysis. No study that we are aware of have studied time-varying be- 
havior of IRA content and, critically, we are unaware of any novel 
frameworks for coordinated trolling that have been validated using 
IRA content. 

In each of the theories described above, there are nuggets of ro- 
bust logic. However, each foregoing argument is limited or limit- 
ing in its articulation. Instead, we suggest here that influence opera- 
tions are not dissimilar to conventional political or commercial mes- 
saging campaigns in that they are an evolving flow of information 
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ooted in several key objectives and assumptions. That said, there is
 unique feature of state-sponsored IO that sets them apart, which
s captured by some of the above arguments, namely that belliger-
nts are generally unable to generate influence from nothing due to
he risks of being unmasked. This outcome is undesirable due to the
osts of being exposed, including reduced receptivity to outside influ-
nce in the target state and the possibility of conventional escalation.
or those attempting to explain patterns of IO, this means that the
genda of belligerents is always hidden, albeit observable in the facts
f engagement spread over different levels of social media manipula-
ion and associated activities. The outsider-looking-in dynamic also
eans that belligerents necessarily rely on domestic events to pro-

ide the context and initial interest in current events from which in-
uence can be built, expanded, and leveraged to create real effects
such as voter suppression or activation). This simple framework, we
rgue, complements the foregoing commonplace theories about IO
nd presents a unifying logic of when we might expect to see distinct
orms and flavors of influence campaign tactics. 

ethods: objectives, hypotheses, and a fear 
ppeals framework for indirectly measuring IO 

s our focus is to unravel the construction and application of coor-
inated influence campaigns in relation to a specific set of triggering
vents, we must first develop an empirical basis for establishing when
volution of IO-linked content does occur. We do so via reference to
ear appeals. 

ear appeals: structure and purpose 

ur unifying framework for the narrow arguments that dominate
uch thinking about IO assumes that outsider belligerents must

everage domestic developments to gain initial traction and influence
n a targeted state, after which—indeed, only after which—the more
onventional assumption that influence campaigns build influence
oward some actionable objective plays out. Therefore, evidence in
upport of this framework would first include changes in messaging
ehavior on social media platforms by a foreign interferer that is sen-
itive to macrosocial dividing events. Then, we would expect to ob-
erve a pursuant lifecycle of translating influence to action to reflect
he hidden agenda of the foreign interloper. Our research questions
re, thus: 

� Does the emission of a specific IO appeal in a coordinated IO
campaign react to evolving ground truths (i.e. a macrosocial di-
viding event)? 

� Second, does a broader, suspected, hidden agenda appear to affect
the emission of messaging in a coordinated IO campaign? 

Significantly, the content of the foreign state’s agenda is irrelevant
o our testing. While such a hidden agenda is theoretically revealable
ia analysis of the visible manifestations of IO on social media and
n other settings, our aim here is simply to demonstrate that efforts
o advance some agenda is linked to domestic triggering events. 

For our empirical testing strategy, we turn to fear appeals as one
uch theoretical framework within which to nest understanding of
O messaging. Fear appeals are persuasive messages designed to alter
 target individual’s (or group of individuals’) behavior by arous-
ng their fear of danger, harm, or even discomfort [ 43 ] and are quite
rguably the most widely referenced lens via which experts across
ultiple disciplines have studied political persuasion. In no small
art, this is because the idea behind the fear appeals concept is sim-
le. A scared individual changes their conduct to address the source
f their fear. And indeed, there are pre-existing links to IO research
hat further validate this choice as a vehicle for our empirical testing.
pecifically, work on directed trolling and bot warfare, particularly
amieson’s [ 44 ] discussion of Russian interference in 2016, has sug-
ested that an understanding the effects thereof might best emerge
rom the examination of coordinated trolling content emissions as
ear appeals. 

Naturally, fear appeals are more complicated in their application
han simply the conveyance of a threat. Threat determination de-
ends, to some degree, on the perceptions of the targeted individual
or group) over and above the objective characteristics of the threat.
 distinction between the objective and subjective characteristics of

hreat messaging is important to understanding the impact of fear
ppeals because it fundamentally affects the likelihood a targeted in-
ividual will take steps to mitigate their anxiety. The other variable
lement that affects the arousal of fear is the potential efficacy of
esponses available to a targeted individual. Decades of study have
hown that the manifestation of fear absent some consideration of
ituational reaction is unusual in humans, not least because of our
n-built biological priming toward fight or flight [ 45 ]. Upon being
resented with a threat, individuals must ascertain the probability
hat said threat can be mitigated alongside an assessment of one’s
wn capability for taking the needed action. Assessment of possible
esponses, as with the threat itself, is subject to both external and
nternal cues. Limited self-confidence, for instance, might lead to a
kewed assessment of one’s ability to succeed in combating the source
f one’s anxiety, thus leading to otherwise unexpected inaction. 

ear appeals as a targeting strategy 

 significant clarification made by scholars about the relationship be-
ween fear arousal and changes in behavior has to do with the man-
er in which threats to the individual prompt mitigation strategies
f variable form, depending on the nature of the fear being experi-
nced. Janis [ 46 ] famously argues that the difference between some
ear arousal and too much fear arousal is the difference between the
doption of adaptive and maladaptive strategies. With the former,
ndividuals’ reactions take aim at the actual threat. With the latter,
eactions emphasize the alleviation of fear itself. 

Today, this important distinction in target response to such trig-
ering messaging is best articulated in Witte’s extended parallel pro-
ess model [ 13 ]. Witte, building from the work of Leventhal [ 47 ],
nd Rogers [ 48 , 49 ] on the susceptibility of audiences to fear inputs,
rgued that individuals arrive at one of three reactive conclusions—
o nothing, fear control (maladaptive strategies) or danger control
adaptive strategies)—dependent on (1) how impactful a threat ap-
ears and (2) how effective it appears a response might be. As we
escribe above, the significant elements of these calculations are the
nteraction of personal and situational facts. Assessments of impact
merge not only from an objective notion of threat potential but also
rom a perception of personal risk. Response effectiveness is a ques-
ion not only of rational cost–benefit analysis of steps that might be
aken to mitigate risks, but also of capacity-oriented self-assessment.

Fear appeals are a convenient and intuitive methodological fo-
us for our attempt to observe IO campaign behavior via indirect
tudy of IO-linked content. After all, they clearly work as a target-
ng strategy for conventional political campaigns. Long-standing ef-
orts to assess voter defection in swing districts have demonstrated
he ability of messages that are carefully crafted to convey a threat
o successfully change the composition of audience preferences, at
east at the margins [ 43 ]. A seminal 1940 study of Lake Erie area
oters by Columbia University [ 50 , 51 ] also showed that ∼8% of
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Figure 1: A fear appeals framework of coordinated trolling. ∗unobservable (dotted line indicates unobservable processes). 
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cross-party defections during that year’s presidential election could 
be explained by exposure to agenda-setting media coverage. Signif- 
icantly, that study showed that mass media content appeals often 
simply reinforce the inclinations of voters. But it also demonstrated 
that tailored messaging could prompt individuals to move away from 

their declared party’s position by appealing to core social or political 
beliefs. In those cases, reinforcement occurred but underlying prefer- 
ences overrode inclination toward a party. 

At the level of an agenda-setting campaign, fear appeals must be 
targeted along two lines. First, the content must be substantively rel- 
evant to the issues and context of relevant target individuals. Sec- 
ond, fear appeals must simultaneously strive to articulate heightened 
threat severity and high levels of efficacy. Such targeting is not sim- 
ple, because any attempt to persuade even a population of reasonably 
uniform predispositions at scale must strike a balance between cus- 
tomization and consistency in messaging when trying to induce fear 
arousal. Fortuitously, however, this provides yet additional reason as 
to why fear appeals present as a valid vehicle for our empirical test- 
ing. Simply put, fear appeals are a likely choice of approach of foreign 
belligerents because they benefit from the same conditions that out- 
side IO must reference—an organic macrosocial development that 
can be leveraged to build and use influence. In the next sections, we 
look for and find such targeting. 

Hypotheses and empirical design 

With fear appeals, our expectation of threat projection pivots signif- 
icantly on the notion of distance between the apparent threat and 
the targeted subjects (a factor built into the differentiation between 
issue-specific and context-specific messaging within the fear appeals 
literature). While it is logical that we might expect IO campaigns to 
convey concerning themes and scenarios, such content should merely 
constitute the jump-off point for attempts to translate influence into 
activity. We anticipate seeing incidences of fear appeal messaging (i.e.
messaging that specifically moves beyond simple threat presentation 
to engage the audience with efficacy appeals or “capture” efforts) 
following such threat representation as representative of active IO 

management. Specifically, we should see evidence of general efficacy 
messaging proceeding such content, followed closely or contempora- 
neously by self-efficacy communications. However, we expect to see 
a clearer relationship between the execution of structured fear ap- 
peal messaging and incidence of a specific triggering event. Then, in 
instances where this sequence of messaging plays out, we anticipate 
efforts to “capture” the audience and promote the cause. 

In Fig. 1 , we present our fear appeals framework of coordinated 
online trolling. We identify the four fear appeals messaging types: 
threat severity, threat susceptibility, self-efficacy, and response effi- 
cacy [ 13 ] and visualize the assumed relationships between the vari- 
ous appeals and the environment outside of the control of the coor- 
dinated trolling campaigner. 

The appeals 
Threat severity and threat susceptibility messaging are important 
to our framework as they tie in external stimuli related to the fo- 
cal macro-social situations. Threat severity appeals communicate the 
magnitude of the problem, and susceptibility appeals communicate 
the audience’s vulnerability to the threat [ 48 ] posed by the macro- 
social situation. Efficacy messaging follows from the establishment of 
the threat. A response efficacy appeal both proposes some response 
to the threat and communicates that the response will be effective.
Self-efficacy appeals communicate the ease with which a response 
can be carried out [ 47 , 48 ]. 

The external environment 
Our framework assumes that the macro-social environment in which 
the coordinated trolling operation is executed is outside of the con- 
trol of the operators but is assumed to affect their agenda . The hid- 
den agenda depicted in Fig. 1 is never truly known to observers of 
the trolling operation, but can be reliably approximated. The oper- 
ators, in our model, are assumed to attempt the elicitation of some 
behavioral or psychological change in a target audience by attempt- 
ing to arouse fear in that audience. Neither fear arousal nor behav- 
ioral change are directly observable. An appeal to fear is just that—
an appeal, and “[t]rue threats do not always inspire fear and people 
sometimes experience fear in the absence of true threats” [ 52 ]. 
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A coherent fear appeals strategy must be modulated and our
odel assumes that this modulation is a response to some proxy for

he hidden agenda. A unique contribution of our approach is that it is
tateful and dynamic. We understand the hidden agenda to be a state
f affairs with respect to some proxy at a given time. While those
tate transitions are outside of the control of the coordinated trolling
perators, the state of hidden agenda, we hypothesize, influences the
perators’ messaging. 

Given our argument, the evolution of a triggering macrosocial
ituation should either accommodate threat and efficacy appeals or
iscourage their use. As we noted previously, an effective framing
f world events, must be empirically credible or experientially com-
ensurable [ 53 ]. Because threat and efficacy appeals are both en-

ironmental and messaging cues [ 13 ], their emission is a function of
he evolving empirical reality as well as past messaging . To effectively
rouse fear, threat and efficacy appeals need to draw upon real world
vents and build upon previous messaging. The hidden agenda state
s, on its face, separate from the macro-social situation that coordi-
ated trolling operations seek to manipulate. However, changes in
his state over time will similarly afford opportunities for effective
ear appeal emissions or preclude such emissions. We also note that
hile the trolls may obscure their hidden agenda, it must be empiri-

ally related to the focal macro-social issue. This twin dialectic of re-
istance and affordance [ 54 ] jointly imposed by the empirical ground
ruths and the emerging fear appeals strategy, is both observable and
losely monitored by coordinated troll operators. Together and over
ime, these fear appeals are theorized to result in fear arousal in at
east a subset of the target audience which may lead to behavioral
hanges. A potential causal linkage between the efficacy with which
oordinated trolling output arouses fear and behavioral change in
he target audience is currently not directly observable. Coordinated
rolling operators, however, may view changes in the hidden agenda
tate as evidence of behavioral and attitudinal change in the target
udience. Irrespective of any assumptions on the part of troll opera-
ors regarding the causality of message emissions with respect to this
hange, it remains plausible that troll operators modulate content
ver time subject its state [ 42 , 55 ]. 

Efficacy appeals cannot exist independently of threat appeals.
 fear appeals messaging strategy, if present in coordinated online

rolling campaigns, should reflect this. In the extended parallel pro-
ess model (EPPM) of fear appeals [ 13 ] the relationship between
hreat appeals and efficacy appeals in fear appeals messaging is em-
hasized. The first proposition under EPPM stipulates that high per-
eived threat leads to message acceptance when perceived efficacy is
lso high. It is important to note that levels of threat perception and
fficacy perception are modulated in the message content constituent
f fear appeals messaging strategy. The EPPM goes further, noting in
nother of its propositions that increases in threat perceptions when
fficacy perceptions are low leads to overwhelming fear and threat
voidance [ 13 ]. For instance, it would be poor strategy to ask an au-
ience to stop smoking without first framing smoking as being bad
or their health. To affect behavioral change in a target audience, a
oordinated online trolling campaign will need to first establish some
hreat, then motivate action by introducing efficacy appeals: 

 1a : Threat fear appeals will be followed by response efficacy ap-
eals. 
 1b : Threat fear appeals will be followed by self-efficacy appeals. 

It has been argued [ 56 ] that there is a strong relationship be-
ween what we term here as “macro-social division” (seen in Fig. 1
s “Macro-Social Situation”) and fear. By macro-social division, we
ean a macro-social shock that generates macro-social stress. This
hock may be in the form of publicized events that heighten existing
acial (e.g. intense media coverage of Black Lives Matter protests and
emonstrations) and economic divisions (e.g. intense media coverage
f the Occupy Wall Street Movement) in a society. By macro-social
tress, we mean large scale anxiety within a society at a given moment
n time driven by some fear inducing or threatening ground truth, or,
the evolving macro-social division” [ 57 , 58 ]. Macro-social tensions
re closely related to fear. Arousing fear in large swathes of individu-
ls across a society fosters the development of divisive, nationalistic,
nd authoritarian views: 

“Fear is then a recurring social reaction when it comes to condi- 
tions of great change and uncertainty. It is possible to think that 
the generalization of competitive conditions encouraged by glob- 
alization and the collapse of traditional regulations produce many 
social situations likely to cause fearful reactions. Such reactions 
run parallel to the rejection of Others and their difference, since 
that fear of the Other is merely the expression of an individual’s 
own fear.”

We also discussed earlier how effective fear appeals are purpose-
ul framings that require empirical commensurability to be effective.
undling together the fear arousing nature of macro-social division,
nd the role of an evolving empirical reality in creating affordances
or certain messaging types, we propose that the emission of message
ontent within the framework is, at any point in time, is a function
f that empirical reality. 

First, we argue that the intensification of the focal macro-social
ivision affords efficacy messaging: 

 2a : Response efficacy and self-efficacy fear appeals will be emit-
ed to coincide with real-world events that intensify the focal macro-
ocial issues either contemporaneously or shortly thereafter. 

Similarly, the intensification of the focal macro-social issue af-
ords threat appeals messaging: 

 2b : Threat fear appeals will be emitted to coincide with real-world
vents that intensify the focal macro-social issues either contempora-
eously or shortly thereafter. 

In addition, we address the evolving state of the hidden agenda
hat drives the coordinated online trolling effort. We reiterate that
he hidden agenda is, on its face, unrelated to the focal macro-social
ssue at the heart of the fear appeals strategy. However, the state of
his agenda at any given time will lead to the emission of fear appeals
essaging. When the state is unfavorable (i.e. a signal to operators

hat the strategy is not working), we expect that both threat and ef-
cacy messaging will be ramped up: 

 3 : Unfavorable states of the hidden agenda will lead to increased
hreat fear appeals emissions. 
 4 : Unfavorable states of the hidden agenda will lead to increased

fficacy fear appeals emissions. 

ata description 

he current study benefits from actions taken by Democrats of the
ouse Intelligence Committee in the USA who released the full text
f—as well as metadata associated with–3393 promoted Facebook
osts (advertisements) linked to the IRA in semi-structured PDF doc-
ments.4 Both the authenticity and attribution of the content were
horoughly vetted by investigators, as well as Facebook. However,

https://intelligence.house.gov/social-media-content/social-media-advertisements.htm
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Figure 2: Monthly count of BLM protests. 

 

 

 

 

Figure 3: Monthly count of IRA ad emissions. 

 

5 https:// www.washingtonpost.com/graphics/ 2019/national/ police-shootin 
gs-2019/?noredirect=on . 

6 https://projects.fivethirtyeight.com/2016- election- forecast/. 
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there are accessibility challenges with the data release. House staff 
appear to have scanned printed copies into PDF format; the data are 
embedded with the documents as images. This poses a challenge for 
analysis. To resolve this challenge, we automated a pipeline—sing a 
Java API for Tesseract OCR (Optical Character Recognition) in con- 
cert with Oracle’s PDFBox API—that traverses each PDF document 
and applies OCR to the primary image embedded within the first 
page of the document. 

The documents follow a standard format where the first page con- 
tains fields regarding the content timing and other metadata germane 
to the advertisement. The second page is the actual rendition of the 
advertisement as it would have been shown to users. We do not make 
use of the second page. Once an image is successfully extracted from 

a PDF, the Tesseract OCR API is used to extract legible text. The 
pipeline ends with the application of heuristics to extract data from 

relevant fields for structured analysis. To inspect the accuracy of the 
OCR process, we randomly sampled 30 ads from the collection. The 
OCR classifier did not significantly misclassify characters in any of 
the sampled advertisements. 

We also collected a dataset of 1921 Black Lives Matter related 
protests and demonstrations from August 2014 through to May 
2018 as a likely source of macrosocial division observed by the IRA.
This choice is also intuitive given that, as other IO researchers have 
noted, the Russian campaign in 2015–16 in the USA placed an un- 
usual degree of focus on African–Americans [ 59 ]. Our BLM dataset 
was crowd sourced from http://elephrame.com , a site dedicated to 
tracking these demonstrations. We automated the collection of data 
from this repository and verified our collection using media links to 
the demonstrations provided on elephrame.com. In Fig. 2 , we chart 
the count of BLM protests by month. The second half of 2016 saw 

a massive uptick in the count of protests especially in the periods 
prior to the November 2016 presidential election. We will explicitly 
account for election proximity later. 

In Fig. 3 , we chart the count of IRA advertisements by quarter.
Initially, when comparing the chart below with the chart above, there 
is an unmistakable alignment between the protests and IRA ad buys 
on Facebook; specifically, there appears to be a lagged relationship.
Below, the IRA ramped up its ad buying activity in the second half of 
2016 in general, and in the fourth quarter in particular. Whereas BLM 

protests ramped up in the third quarter of 2016, the IRA appears to 
have acted in the following quarter, sustaining that action into 2017.
Clearly, there is a need to systematically confirm this relationship. 
Each event recorded on http://elephrame.com is supported by a 
reputable news source and identified by a URL. As before, we ran- 
domly selected 30 protests from the dataset and found that all events 
in the sample were verifiable and correct. As the site did not provide 
a mechanism to download the collection, we automated the traversal 
of the site’s pages to collect the comprehensive list. Once the compre- 
hensive list was established, we merged both datasets into an SQL 

database for analysis. 
Further, we obtain data on police shootings, another focal 

macrosocial issue, from the Washington Post’s database on fatal 
police encounters.5 This database allows us to filter fatal encoun- 
ters such that we only consider fatal police shootings of African–
Americans. We use the Google Trends API to obtain the daily 
weighted search popularity of Black Lives Matter over the relevant 
study period. We use FiveThirtyEight’s polling data to obtain the 
Clinton–Trump polling spread, which we take to be the hidden influ- 
ence agenda. FiveThirtyEight 6 provides a downloadable collection 
of reputable polls covering the relevant study period. Indeed, it is 
this polling data that bounds the study period. The 2016 presidential 
election polling data are only reliably available from 17 November 
2015 until 8 November 2016—the day of the presidential election. In 
November and December of 2015, polling data are sparse. As such,

http://elephrame.com
http://elephrame.com
https://www.washingtonpost.com/graphics/2019/national/police-shootings-2019/?noredirect=on
https://projects.fivethirtyeight.com/2016-election-forecast/
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Figure 4: Sample page 1. 

Figure 5: Sample page 2. 
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hile we require a daily time series, there are several consecutive days
or which polling data are unavailable. We assume that the IRA, if it
s using polling data to determine its advertising emissions, would do
o based on the last available polls or on the proprietary campaign
nformation provided by Manafort. We therefore construct a series
or the Clinton–Trump polling spread that relies on the last available
olls for each daily period. Finally, in Figs 4 and 5 , we show two typ-
cal examples of the raw data from which we parsed out the details
f IRA sponsored content on Facebook. 

mpirical evaluation 

e first identify the fear appeals messaging types as the necessary first
tep to showing a meaningful evolution of IO activity based on do-
estic triggering events. Then, we develop a set of empirical models

o test our hypotheses. 

dentifying fear appeals categories 

n identifying the message types of fear appeals, we first construct a
onfirmatory topic model from the text of the advertisements. Our
rst two hypotheses posit the presence of certain fear appeals in the
ext of IRA sponsored content on Facebook. Accordingly, we needed
n approach that precluded the insertion of researcher bias into the
rganization of those messages. Broadly, there are two competing
pproaches to quantitative topic modeling: (1) Non-negative ma-
rix factorization (NMF) and the related singular value decompo-
ition (SVD), and (2) latent Dirichlet allocation (LDA). We investi-
ate both options for topic modeling and select an NMF topic model
ased on our evaluation of a series of fitted models. We found the
MF model to be the most coherent and relevant, producing sub-

tantially more orthogonal topic vectors over our input document
orpus. NMF is a popular decomposition technique for multivariate
ata where given a non-negative input matrix, V , two non-negative
atrix factors are found, W and H such that their product approx-

mates V with some reconstruction error [ 60 ]. NMF begins with an
 × m matrix, V , where m is the number of observations in the data
nd n is the number of “features.” The V matrix is factorized into
n n × r matrix, W , and an r × m matrix, H , where r is an in-
ut parameter specified to be lower than m or n [ 59 ]. In this way,
MF can be used to find low rank approximations of the input V
atrix. 

In its application as a text mining technique, NMF can be used
n document summarization or topic modeling when applied over
 corpus of text documents. The textual input must be converted
nto a matrix representation; we elect to use a weighted representa-
ion of terms within documents by performing the term frequency
ot product inverse document frequency (TF-IDF) transformation
ver a term frequency matrix. The result is a document × term
atrix, with fields indicating the importance of a term to a doc-
ment given the distribution of that term over all documents in
he corpus. The TF-IDF matrix becomes the input, V , to the NMF
odel. 

After removing stop words from the Facebook advertisement
ext, we generate a term frequency matrix over the documents, limit-
ng the number of terms to 1000. This matrix is subsequently trans-
ormed into a TF-IDF matrix prior to non-negative matrix factoriza-
ion. The number of topics to be extracted, K , is set to 10. The table
elow illustrates the results of our topic model. For each topic, we

ist the top 10 weighted terms obtained from the W factor matrix.
sing these terms and analyzing the underlying advertisement text,
e develop labels for the topics. 

opic model evaluation 
he evaluation of topic models is an active area of academic research.
esearchers applying topic models have relied on information crite-

ion when using generative probabilistic models such as LDA [ 61 ].
owever, this approach has been found to produce topic models over

ext corpora that are not coherent to human judges [ 62 ]. We adapt a
easure of “topic intrusion” (ibid.), which examines the question of
hether human opinion matches the topic mixture vector estimated
y a topic model for a given document. We interpret topic intrusion
s a coherence measurement that implicitly casts human judgement
s the gold standard. More formally, we quantify the agreement be-
ween a given topic model and human judgement as follows. First, let
enote the vector of topic resonance estimates for the model m given
ocument d . Now, let be an “intruding” topic identified by one of the
uthors of this paper in the d th document for the m 

th model. Given
he estimated topic resonance for a topic selected by a human judge,
nd a topic selected by the model, we can compute the total deviation
or a given model from human expectation. Using this procedure, we
elect the 10-topic specification model. 

Naturally, the significant additional question pertaining to the
opical categories we present below as meaningfully-different types
f messaging is whether or not they actually constitute fear appeals,
s opposed to less coherent emotional messaging aimed simply at
nducing confusion or anger. We qualitatively validate our measure-
ents via assessment of the content of ads in the House data release,
hich is publicly available. Table 1 above presents a sample of the

ontent we reviewed and our interpretation of the messaging within.
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Table 1: Examples of common fear appeals used in IRA Facebook ads. 

IRA Facebook sponsored content Fear appeal 

Invoking a fear of invasion. A threat severity appeal. 

Invoking a fear of targeted police violence. A threat severity appeal. 

Targeted invocation of a sense of self-efficacy. A self-efficacy appeal. 
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Table 2: Mappings from topics to fear appeals with evidence. 

Topic Fear appeal Evidence (top terms in topics) 

Topic 1 Response efficacy 2nd the community 2nd amendment supporter lover patriot defend gun 
Topic 2 Suspected malware free facemusic stop online music browser player 
Topic 3 Threat severity police brutality officer bm man cop black the video stop police bm stop shoot 
Topic 4 Response efficacy self defense class free feel safe friend event donation basis 
Topic 5 Self-efficacy matter black life join care community blue stand 
Topic 6 Self-efficacy be proud black people want good time say community right join 
Topic 7 Self-efficacy blackexcellence amerikkka africanunity blacknationalism africanandproud panafricanism 

Topic 8 Threat severity like join illegal page dedicate this protection immigrant protection border 
Topic 9 Promotion follow channel instagram facebook subscribe twitter channel channel facebook twitter 
Topic 10 Pro-LGBT member lgbt speak fellow community nation 

Table 3: Descriptive statistics. 

Min. Max. Mean Std deviation 

Police shooting 1 4 1.382 0.697 
BLM protests 0 26 1.874 3.506 
Threat severity 0 44 1.464 4.582 
Response efficacy 0 5 0.115 0.486 
Suspected malware 0 67 0.402 3.882 
Self-efficacy 0 44 2.170 4.871 
Promotion 0 6 0.179 0.595 
LGBT 0 1 0.017 0.129 
Clinton–Trump spread −6.57 13 4.001 3.516 
BLM Google trend 0.06 100 4.215 9.830 
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learly, the common phrasing of these advertisements centered on di-
ect questions to the viewer and invitations to take action (i.e. “join
s…”) align with the kind of messaging expected within the fear ap-
eals framework. 

opic mappings [ 60 , 61 ] 
e generate a grid of topics, the most important words for each topic,

nd the most resonant documents for each topic. The authors gener-
ted a series of topic parameters and, via reference to several outside
ssessments, and arrived at those listed in Table 2 as reflecting the
ost cohesive array of categories. 

While we identify self-efficacy, response efficacy, and threat sever-
ty messages, it should be noted that these fear appeals are not single-
ssue appeals. Our labeling of the topics attempts to highlight this
act. For instance, “Topic 10” is labeled “Pro-LGBT” but is actually
 self-efficacy appeal. We label it as such so as not to confound effects
ith those of topics 5–7, which deal with racial injustice-related fear

ppeals. Finally, in Table 3 , we summarize the variables relevant for
ur analysis. 

mpirical model specification 

lection proximity effect 
t is straightforward to intuit that there is some effect of temporal
roximity to the 2016 presidential election on the occurrence of BLM
rotest activity. Heaney [ 63 ], reviewing Gillion [ 64 ], points out that
lections and protests are closely related; that protest helps consoli-
ate political support, bolster turnout, and accumulate campaign re-
ources. Indeed, as the 2016 presidential election approaches, we no-
ice a large spike in protest activity in our data. However, detecting
he point in the series (that is the daily series of protest counts) at
hich this effect begins to manifest may be challenging. In the study
f policy interventions on some aspect of population measured over
ime, interrupted time-series methodologies have emerged to estimate
he causal effects of those interventions. One approach to interrupted
ime-series analysis is segmented regression. A segmented regression
ttempts to find breakpoints in the data where relationships between
ariables of interest may be significantly different. For instance, we
ay find that for a given segment of the protest time series, Russian

RA advertising emission decisions are significantly different from the
est of the series. 

We argue that the relationship between the time to the Novem-
er 2016 presidential election and the daily count of BLM protests is
iece-wise linear. Following Muggeo [ 65 ], we fit a segmented regres-
ion of the form: 

g ( E [ Y ] ) = αZ + β ( Z − ϕ ) , 

here ϕ represents the (to-be-estimated) breakpoint, β the segmented
lope (or the difference-in-slopes ), Z represents the time to election
ariable, and α is the slope of the segment of the series for which
 ≤ ϕ. The term ( Z − ϕ ) evaluates to zero for all values of Z where
 ≤ ϕ. Finally, we let g( E[ Y ] ) represent the Poisson link function ap-
lied to the dependent variable. The above model can easily be ex-
ended to include multiple breakpoints. Given this parameterization,
he segmented regression can be estimated by fitting a series of linear
odels to an inputted set of k breakpoints. 

Our objective is to identify the point in time when temporal prox-
mity to election day in 2016 may have begun to affect the count of
LM protests. It is not to account for non-linearity in the relationship
etween the time to election and the protests. As such, we prime our
egmented regression with starting values of the breakpoints that we
isually discern from the chart. We use two starting values for this
nalysis. The first value is 30 days prior to the November election,
nd 150 days prior to the November the election. The first value as-
umes that election proximity effects became pronounced ∼30 days
rior to the election. The second value assumes that proximity to
he party conventions, roughly 120 days before the general elections,
ay have also interrupted the protest time series. In Fig. 6 , these
reakpoints correspond to the two major, sustained spikes in BLM
rotest activity. The exact estimates of the breakpoints in the series
re presented in Table 4 . 

A Davies’ test to reject the null hypothesis that there is no differ-
nce in the slopes is significant with P -value 0.002. 

ector auto-regressive models with exogenous variables 
ur analysis tracks and seeks to explain the daily advertising emis-

ion decisions attributed to the Russian IRA on Facebook using a fear
ppeals lens. These emission decisions can be represented as a time se-
ies. Similarly, our NNMF derived fear appeals categories form daily
ime series of the volume of ad emissions in each period for each con-
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Figure 6: Identified breakpoints and slopes in the protest series. 

Table 4: Estimated breakpoints. 

Breakpoint parameter Estimate Std. error 

ϕ 1 37 .989 3.073 
ϕ 2 187 .739 9.964 

 

 

 

 

7 This condition is actually “weak stationarity” see ref. [ 66 ] for details. 
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struct. Central to our proposal is that the use of fear appeals by the 
Russian IRA was systematic, intentional, and time varying. That, in- 
sofar as these appeals purported to be driven by the issues (i.e. social 
justice), they were also driven by a hidden agenda. Accordingly, we 
model the dynamic interactions and feedback effects of the disinfor- 
mation campaign by employing a multivariate time-series approach,
namely a VARX [ 66 ]. 

The intuition behind this modeling choice rests on the notion that 
the IRA’s decision to emit an advertisement in any one of the cate- 
gories on a given day is dependent upon their emission decisions in 
the days before and additionally dependent on their observation of 
the socio-political conditions in the current period. A VARX model 
explicitly incorporates feedback effects , which capture how levels of 
the dependent series are affected by lags of itself (e.g. how a decision 
to emit self-efficacy ads effects future decisions to emit self-efficacy 
ads), cross-effects , which capture the effect of lags of other series in 
the system on the dependent series (e.g. how a decision to emit self- 
efficacy ads effects future decisions to emit threat severity ads) and,
critically, contemporaneous effects of exogenous series on the depen- 
dent series (e.g. how fatal police shootings affect the decision to emit 
self-efficacy ads in the current period) [ 66 ]. We may specify the fol- 
lowing VARX model, expressed in general form below, following the 
notational convention in ref. [ 67 ]: 

z t = ϑ 0 + 

p ∑ 

i =1 

ϑ i z t−i + 

s ∑ 

j=0 

β j x t− j + αt , 
where ϑ 0 is the constant vector, αt is a sequence of i.i.d disturbances,
p and s are positive integers, which represent the lag order of the 
VARX model (see the section below). The terms z t and x t refer, re- 
spectively, to k and m dimensional series, where k is the number of 
endogenous univariate series in the model and m the number of ex- 
ogenous univariate series in the model. Further, the terms ϑ i and β j 

are k × kp and k × m coefficient matrices, respectively. It is impor- 
tant to observe that x t is free to have contemporaneous effects on z t .
This feature of the VARX extension to standard VAR specifications 
is critical in our application as we assume that the IRA is able to 
respond to external stimuli well within a single day. 

Lag order selection. An important first step in the estimation of VAR 

models is the selection of lag-order. In VARX models, this step can be 
broken up into two stages, where the lag order for the endogenous 
series is determined first, followed by the lag order for the exoge- 
nous series. The lag order of VARX models is typically expressed as 
VARX( p, s ) , where s is the lag order of the endogenous series and 
s the lag order of the exogenous series. The appropriate lags can be 
determined by evaluating model fit statistics, each estimated based 
on a different combination of p and s . Generally, we select the most 
parsimonious model suggested by the information criteria, and in our 
case, a VARX( 1 , 0 ) . 

Stationarity assumption. A strong assumption in VAR and VARX 

analysis, one that is critical to consistent identification of the param- 
eters in such models, is that of stationarity. All series in the VARX 

system should be stationary. A stationary k -dimensional time series 
is one that exhibits constant covariance and a constant mean. Put 
another way, the mean and covariance of the series do not depend 
on time.7 Several tests exist to examine this assumption. We em- 
ploy an Augmented Dickey Fuller test for the null hypothesis that a 
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Table 5: VAR(1) cross and feedback effects. 

z t−1 

Threat 
severity 

Response 
efficacy 

Suspected 
malware Self-efficacy Promotion LGBT 

Threat severity 0.005 −0.131 0.032 ∗∗∗ −0.0005 −0.015 −2.052 ∗∗

(0.011) (0.110) (0.006) (0.011) (0.072) (1.005) 
Response efficacy 0.074 ∗∗∗ 0.051 0.016 −0.025 0.150 1.438 ∗∗

(0.026) (0.284) (0.029) (0.037) (0.153) (0.664) 
Suspected malware −0.127 ∗∗∗ 0.631 ∗∗∗ 0.206 ∗∗∗ 0.176 ∗∗∗ −3.256 ∗∗∗ −15.32 

(0.036) (0.196) (0.015) (0.026) (0.353) (1749) 
Self-efficacy 0.039 ∗∗∗ −0.163 ∗ 0.022 ∗∗∗ 0.011 0.041 1.088 ∗∗∗

(0.007) (0.084) (0.005) (0.008) (0.048) (0.186) 
Promotion 0.015 −0.021 0.034 ∗∗ −0.010 0.062 1.483 ∗∗

(0.032) (0.276) (0.014) (0.034) (0.178) (0.621) 
LGBT −0.884 −13.58 10.46 −0.149 1.341 ∗∗ 2.622 ∗∗

(0.833) (800.1) (340.2) (0.271) (0.640) (1.236) 
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nivariate time series is non-stationary and apply the test to all uni-
ariate series in our model. For each series, we can reject the null
ypothesis with P -values < 0.01. 

ector generalized linear model 
e follow the intuition of vector autoregressive models with exoge-

ous variables to model these dynamics. However, our response vec-
or is one of counts and therefore unsuited to standard VARX esti-
ation, which presupposes continuous data in the response and nor-
ality in the error terms. As discussed above, we transformed the

dvertising emissions attributed to the IRA into a multivariate count
ime series. This transformation began with a thorough consideration
f multiple alternative topic models generated over the full collection
f Russian IRA attributed Facebook advertisements. Upon identifica-
ion of the chosen topic model, we analytically mapped the topics to
he fear appeals messaging framework. In doing so, we re-casted the
aw topic scores in such a way as to discretize each advertising emis-
ion. Doing so, results in zt being a multivariate count time series.

hile the literature has not explored inconsistencies in the estima-
ion of VARX models with multivariate count series, VARX makes
xplicit normality assumptions that may be violated by our multivari-
te count response variable. Accordingly, we estimate an alternative
pecification that modifies relies on generalized linear model. 

As our objective is to model the evolving dynamics of the vari-
us fear appeals and messaging streams of the Russian disinforma-
ion campaign in the 2016 presidential election, we require a model-
ng framework that enables the estimation of effects associated with
hose outputs simultaneously . Vector generalized linear models en-
ble us to capture these dynamics simultaneously across the various
essaging streams while remaining appropriate for our data. GLMs

an be described as a special case of VGLMs where there exists only
 single linear predictor of the response. We specify an unrestricted
i.e. we do not specify a constraint matrix that forces certain coef-
cients in the linear predictors to be equal) VGLM that consists of
wo major components. First, we identify the Poisson distribution as
ppropriate for our responses and rely on a log link function to relate
ts expected value to our M linear predictors. Second, we define the
 linear predictors, generally, as follows: 

η j = 

p ∑ 

k =1 

β( j ) k x k , j = 1 , . . . , M. 

We note that x = (x 1 , . . . , x p ) for p explanatory variables. For
 given observation in our data, let x t be a vector of explanatory
alues for time t for t ,…, T . We can more descriptively write the linear
redictor, ηt , for the t th observation as 

ηt = 

⎛ 

⎜ ⎜ ⎝ 

ϑ ( 1 ) 1 
. . . 

ϑ ( M ) 1 

. . . 

. . . 

ϑ ( 1 ) M 

ϑ ( M ) M 

⎞ 

⎟ ⎟ ⎠ 

z t−i + 

⎛ 

⎜ ⎜ ⎝ 

β( 1 ) 1 
. . . 

β( M ) 1 

. . . 

. . . 

β( 1 ) p 

β( M ) p 

⎞ 

⎟ ⎟ ⎠ 

x t 

+ 

⎛ 

⎜ ⎜ ⎝ 

ρ( 1 ) 1 
. . . 

ρ( M ) 1 

. . . 

. . . 

ρ( 1 ) p 

ρ( M ) p 

⎞ 

⎟ ⎟ ⎠ 

x t−1 + 

⎛ 

⎜ ⎜ ⎝ 

α( 1 ) 1 
. . . 

α( M ) 1 

⎞ 

⎟ ⎟ ⎠ 

elect t . 

We thus maintain the AR(1) structure of our VARX model, and
llow contemporaneous effects of the explanatory variables x . The
bove model also allows for cross effects and feedback effects (see
he coefficient matrix of the lag terms above). Model parameters are
btained with maximum likelihood estimation. 

esults 

ollowing maximum likelihood estimation, we summarize the
odel’s coefficients in the tables below. The first table summarizes

he cross effects and the feedback effects for those variables intuited
o be determined within the system, which is the endogenous vari-
bles in VAR terminology. The main diagonal indicates feedback ef-
ects, or lagged effects, of one variable on future realizations of itself.
ff-diagonal elements show the cross effects, which is the effect of

agged versions of endogenous variables on other endogenous vari-
bles. Note that we report standard errors in parentheses. The col-
mn variables are the lags. For instance, in Table 5 , we can interpret
he second element in the first column (0.074) as the lagged effect of
n additional threat severity message on response efficacy. 

Below, in Table 6 , we show the contemporaneous effects of the
xogenous variables included in the model. Next, we again examine
he effects of the exogenous variables; however, in this case, we esti-
ate lagged effects. Our estimated VGLM suggests that a dynamic
nderstanding of the IRA’s use of different fear appeals is revealing.
ot only do the findings presented in Tables 5 –7 generally bear out
ur initial expectations regarding the framework of fear appeals for
escribing the approach taken by sophisticated information warfare
perators, but these results also suggest a repetitive lifecycle of au-
ience engagement and messaging centered on the incidence of an-
horing events in the targeted country. 

We include, in Table 8 , the contemporaneous effects of election
roximity. Again, this is done to account for variation in the exoge-
ous series that is solely attributable to the politically charged nature
f the time periods that are proximal to the election. All fear appeals
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Table 6: Contemporaneous effects of exogenous variables. 

x t 

Police 
shooting 

BLM Google 
trend 

BLM 

protests 
Clinton–Trump 

spread 

Threat severity 0.403 ∗∗∗ 0.000 0.082 ∗∗∗ −0.049 ∗∗

(0.045) (0.011) (0.016) (0.019) 
Response efficacy 0.132 −0.057 0.077 0.066 

(0.193) (0.087) (0.056) (0.071) 
Suspected malware 0.375 ∗∗ −0.085 −0.613 ∗∗∗ 0.037 

(0.155) (0.119) (0.144) (0.061) 
Self-efficacy 0.219 ∗∗∗ 0.018 −0.038 ∗∗ −0.043 ∗∗∗

(0.039) (0.011) (0.019) (0.017) 
Promotion 0.104 0.044 −0.245 ∗∗ 0.036 

(0.148) (0.062) (0.098) (0.056) 
LGBT −0.185 0.056 −0.067 0.345 ∗∗

(0.600) (0.592) (0.071) (0.168) 

∗∗∗P < 0.01, ∗∗P < 0.05, ∗P < 0.1. 

Table 7: Lagged effects of exogenous variables. 

x t−1 Police shooting 
BLM Google 

trend BLM protests 
Clinton–Trump 

spread 

Threat severity −0.309 ∗∗∗ 0.022 ∗∗ −0.168 ∗∗∗ 0.126 ∗∗∗

(0.061) (0.010) (0.028) (0.020) 
Response efficacy −0.012 0.049 −0.110 0.041 

(0.179) (0.071) (0.102) (0.071) 
Suspected malware 0.516 ∗∗∗ 0.066 0.147 ∗ 0.039 

(0.132) (0.111) (0.088) (0.061) 
Self-efficacy −0.096 ∗∗ 0.012 −0.150 ∗∗∗ 0.094 ∗∗∗

(0.046) (0.010) (0.026) (0.016) 
Promotion 0.165 0.008 −0.111 −0.023 

(0.149) (0.048) (0.082) (0.057) 
LGBT −15.27 −0.059 −0.059 −0.117 

(627.5) (0.498) (0.498) (0.153) 

∗∗∗P < 0.01, ∗∗P < 0.05, ∗P < 0.1. 

Table 8: Contemporaneous effects of election proximity. 

elect t Threat severity 
Response 
efficacy 

Suspected 
malware Self-efficacy Promotion LGBT 

Election dummy 1.602 ∗∗∗ 0.883 ∗∗ 2.301 ∗∗∗ 0.941 ∗∗∗ 1.692 ∗∗∗ −13.55 
(0.113) (0.436) (0.325) (0.103) (0.353) (1396) 

Table 9: Significant and marginal results from tests for Granger 

causality. 

From To F -statistic P -value 

Clinton spread Self-efficacy 4 .121 0 .043 ∗∗

Threat severity Response efficacy 10 .914 0 .001 ∗∗∗

Response efficacy Suspected malware 4 .011 0 .046 ∗∗

Self-efficacy Response efficacy 3 .344 0 .068 ∗

Promotion Response efficacy 3 .231 0 .073 ∗

LGBT Response efficacy 3 .136 0 .077 ∗
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related message emissions are significantly ramped up in periods that 
are proximal to the election. 

Finally, we conduct non-linear granger causality tests and report 
the results below. Our non-linear tests rely on a multi-layer percep- 
tron neural network (MLP) that is insensitive to the count structure 
of our data [ 68 ]. This procedure first fits a univariate predictive multi- 
layer perceptron neural network and subsequently fits a bivariate 
MLP. If the bivariate model provides better forecasts than the uni- 
variate model (with respect to the series in the univariate model), we 
can reject the test’s null hypothesis of non-granger causality. As our 
ADF stationarity tests hold, we do not perform differencing prior to 
conducting these tests. Consistent with the above models, we use a 
single period lag. We test each pairwise relationship in our model for 
both endogenous and exogenous series. In Table 9 , we only present 
significant or marginally significant results for conciseness. These re- 
sults are with respect to a single period lag. 

With regards to the sequence of IRA messaging, the results in 
Table 5 show that threat severity messaging is positively and sig- 
nificantly associated with efficacy messaging during the proceed- 
ing period (H 1 ). Importantly, this is not an in-kind relationship; 
threat severity messaging does not appear to be linked to efficacy 
messaging in the preceding period, suggesting that IRA operators 
made—and, given the entity’s ongoing operations, still likely make—
the conscious decision to emphasize threat mitigation messaging in 
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esponse to initial audience-facing stimuli. Further, we find that this
elationship is granger causal especially with respect to H 1a . More-
ver, comparative analysis of Tables 6 and 7 suggests that IRA op-
rators consciously crafted messaging around domestic triggering
vents (H 2a and H 2b ). While Table 6 shows a strong, positive, con-
emporaneous association between threat messaging and incidences
f police shootings and BLM protests, the lagged result in Table 7
hows a negative and significant relationship 1 day later. Accord-
ngly, we find partial support for H 2a and H 2b. That is, while we
ypothesized that the increasing severity of the focal macro-social

ssues would lead to increasing emissions of both threat and effi-
acy appeals, we find that of the three macro-social issue variables in
he model, only the contemporaneous effect of an increase in police
hootings has positive coefficients for threat severity and self-efficacy.
his makes considerable sense. As both Congressional and journal-

stic findings in investigations into Russian activity on social media
ave shown, Facebook ad purchases and publication almost always
ccurred within an extremely short span of time. Ad buys that of-
en referenced real world developments from just the previous 24
ours would go through mere hours before content was presented
o users. In other words, the lifecycle of IRA content generation and
istribution via Facebook was a daily one. Thus, here, it is logical
hat we see strong threat messaging in periods where domestic crisis
vents take place only to disappear in the following period as IRA
perators pivot from the task of threat inflation to spin real world
ircumstance. 

With respect to H 3 , we again find some support in the estimated
odel. There is a positive relationship between unfavorable states of

he hidden agenda on the emission of threat severity messages (Ta-
le 7 ). Recalling that the ICA [ 69 ] assessed that the hidden objective
f this coordinated trolling activity was the defeat of Hillary Clin-
on in the 2016 presidential elections, a unit increase in the Clinton–
rump spread is an unfavorable state. However, our expectation only
olds for the lagged effect as the contemporaneous effect is signifi-
ant, small, and negative (Table 6 ). Similarly, we find some support
or H 4 . Our results indicate that the lagged effect of unfavorable
tates in the hidden agenda are not only positive but also signif-
cant, with respect to efficacy appeals. The direction of this effect
s confirmed in Table 9 (see the first row) using tests for Granger
ausality. Again, the effect is reversed in the contemporaneous case
although this reversal is not Granger-causal). One possible expla-
ation for these findings is that the troll operators did not react in-
tantaneously to poll results. We note that both threat severity and
elf-efficacy effects are negative, significant, and close to zero in the
ontemporaneous series. 

Functional efforts by the IRA to “capture” audiences and pro-
ote their messaging also follow the broad pattern we outline in our

xpectations above, though in at least one unexpected fashion. The
esults above suggest that attempts to expand the viewership of IRA
ontent took at least two formats. Broadly, Facebook ad content pro-
oted IRA accounts and pages with structured content asking view-

rs to (1) visit webpages or (2) follow accounts on Twitter, Insta-
ram, and elsewhere. Of particular interest, this attempt to engender
 larger following for IRA accounts and the causes being represented
n messaging is not linked to the pillars of the IRA fear appeal effort.
he “Promotion” topic is not positively and significantly linked with
ther themes with a single exception—incidence of LGBT content in
ds. Analysis of the LGBT topic results thus tell us about the IRA’s
eneral attempts to promote their accounts. Simply put, the appear-
nce of LGBT content is clearly not linked with directed efforts to
apitalize on audience fears. Rather, this content appears in ad con-
ent only in periods after efficacy messaging has appeared or where
 greater Clinton–Trump spread in the poll is evident. This suggests
hat such content was the yin to the yang of more severe threat sever-
ty substance in periods where no triggering event existed to neces-
itate efficacy messaging. As such, it seems logical that generalized
romotion efforts were targeted only to periods where no attempt to
nflate and inflame audience reactions via fear appeals was underway.
his supports our assumption captured in H 2 . 

And yet, we also see efforts to capitalize on fear appeals to pro-
ote the cause. The logic of our initial assumption, again, was that

uch messaging would be followed by short-term assertive attempts
o expand influence off the basis that anybody paying attention to
RA messaging during the secondary stages of the fear communica-
ion lifecycle would be particularly prone to suggestion therefrom.
his follows the general logic of phishing campaigns [ 70 ] where the
urpose of mass-produced communication is generally to identify
ullible or otherwise susceptible populations for further exploitation.

Here, we see such assertive attempts at expanded influence in the
orm of malware pushes enabled by Facebook ad content. Our topic
odel captured efforts to promote several applications—one in par-

icular in the form of FaceMusic—that have since been identified as
alicious in nature. Specifically, these applications contained code

inked directly to known click fraud crime where the point is to lever-
ge a victim computer to clandestinely upvote content on one or nu-
erous platforms. This approach to click manipulation is nigh unde-

ectable to any web administrator (as it appears that the popularity
f a piece of content stems from the actions of multiple users with
nique IP addresses) and is useful for promoting otherwise fabricated
ontent. Here, two results bear particular attention. First, malware-
ushing content is negatively and significantly linked to threat sever-
ty messaging but positively and significantly linked to efficacy mes-
aging. This suggests that the effort to spread influence-enhancing
alware was consciously targeted to the operational juncture where
perators perceived the most opportune audience composition for
roliferation. Second, malware-pushing content has a strong nega-
ive link to more general promotion, strengthening our suggestion
hat such efforts were consciously decoupled from the inflammatory
ear appeal campaign. Figure 7 , above, illustrates this decoupling as
 lifecycle model of attack practiced by IRA operators. 

iscussion and implications: a lifecycle of IO 

ocial media engagement 

e have argued that the outsider-looking-in dynamic of state-
ponsored IO and CEIO means that belligerents necessarily rely on
omestic events to provide the context and initial interest in current
vents from which influence can be built, expanded, and leveraged
o create tangible effects. To validate and illustrate this framework,
e examine the case of Russian active measures undertaken by the

RA in the USA from 2015 to 16. Our results provide evidence in
upport of our hypotheses, though in some cases support comes in
nexpected forms. We see clear evidence that macrosocial triggering
vents prompt the onset of behavioral changes on the part of the IRA
n this case. Moreover, we find that the kind of messaging evolves
round such events. That said, several results suggest that yet further
ork needs to be done better establish and flesh out this logic of in-
uence from afar. Following both police shootings and incidence of
LM events, for instance, efficacy messaging was less likely to appear

n Facebook ad content than expected, though these results are either
tatistically insignificant or relatively weak. 

We suggest that such outcomes are to be expected given the
omplexities of running a broad-scoped influence operation from
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Figure 7: A lifecycle of IO social media engagement based on domestic conditions. 
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overseas and do not, in any case, fundamentally contradict the model 
of tactical approach being outlined in our work here. That model 
is reasonably straightforward—a lifecycle of audience outreach and 
agenda-setting that attempts to employ threat messaging and efficacy 
selling to inflame and divide American discourse following a neces- 
sary triggering event. To this last point, the attack lifecycle we suggest 
and see in the data are not a continuous or repetitive one as might 
be true for a legitimate domestic political actor (i.e. for IO, some 
rhetorical sequence of messages does not obviously drive the next).
Again, this dynamic simply follows the reality of influence campaigns 
as clandestine and based beyond American territory. The IRA clearly 
relied on triggering events to enact their strategy, employing at other 
times simple attempts to generically shape discourse on prescient is- 
sues, offering competing voices to a divided population, and generally 
promoting their own accounts. 

Coordinated state-sponsored IO that aim to antagonistically dis- 
rupt the organic flow of information in societies are clearly of sub- 
stantial, growing concern to citizens of the world’s democracies. In 
our study, we have demonstrated that the generation of message 
content by IO operatives can be understood by the state of their 
hidden agenda at a given time and is mediated by the state of the 
macro-social division(s) that they seek to exploit. Methodologically,
we show that fear appeals are a viable lens for characterizing the in- 
authenticity of what many simply think of as coordinated trolling be- 
havior and have, thus, fired an opening salvo for future research into 
the automated, early detection of these campaigns. More broadly,
there are significant implications of our model of policymakers and 
scholars that seek to neutralize the impact of political interference.
The lifecycle suggested by our model clearly suggests, as much re- 
search on global cyber conflict increasingly has done, that observa- 
tion and consideration of sociopolitical context is critical for the ef- 
fective operationalization of efforts to predict and mitigate foreign- 
based IO threats. We also make a major contribution, albeit unex- 
pected from the outset, to the evolving research program on cyber- 
enabled IO (or CEIO) insofar as our empirical testing illustrated how 

the IRA embedded an effort to spread influence-building malware 
into their messaging lifecycle. Cyber operations and influence cam- 
paigns are clearly not just the close relatives that many scholars have 
described, but have real and prospectively impactful operational cor- 
relates. Finally, there are clear implications for the management and 
design of the social media systems emphasized in so much modern 
IO. Specifically, the transition from influence generation to influence 
in action is clearly a more critical factor explaining where some IO 

might succeed in causing tangible effects than is the simple fact of 
presence on a platform like Twitter or Facebook. Going forward,
both policymakers and technology developers would do well to fo- 
cus on the kinds of speech that are closely linked to this attempt to 
transform voice to, among other things, violence. 
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