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Introduction

Commanders today confront an ever-growing deluge of data—ranging from live battlefield feeds and wearable
sensor telemetry to training schedules and readiness metrics—that must be synthesized and acted upon in real time.
This information overload imposes high cognitive strain, risks decision delays, and can introduce bias when
manually correlating disparate sources. The Army’s A254-024 SBIR calls for an innovative, Generative Al-driven
capability that delivers concise, context-aware summaries and actionable insights to support mission planning and
tactical decision-making.
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On top of this knowledge graph, our

model-agnostic interface orchestrates context
retrieval, prompt construction, and answer generation. By decoupling core logic from any single LLM vendor,
commanders gain the freedom to “swap in” newer or specialized models as they emerge, future-proofing the system
against rapid advances in GenAl. Furthermore, enabling Azure Synapse Link for Gremlin (preview) provides
near-real-time SQL-based access—via serverless views—to the graph’s analytical store. In Power BI or other BI
tools, non-technical users can then build live dashboards and reports without knowing Gremlin, ensuring that
insights are both up-to-date and accessible.

Together, these capabilities fulfill A254-024’s Phase I objectives by demonstrating real-time integration of key Army
data sources, generation of unbiased, context-aware summaries that meet or exceed human performance, and an
intuitive prototype interface for rapid decision support. This architecture not only reduces cognitive load and speeds
decision cycles, but also embeds robust governance—Ilineage tracking, zero-trust security, and doctrinal
compliance—so that commanders can act with confidence under the most demanding conditions.
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Army Benefits

Our Model-Agnostic LLM Architecture backed by Azure Cosmos DB Graph API directly addresses the A254-024
objective of delivering real-time, context-aware summaries and actionable insights to commanders. By fusing a
globally distributed knowledge graph with a plug-and-play large-language-model (LLM) interface, this solution
delivers capabilities aligned with the Army’s modernization priorities—particularly Trusted AI & Autonomy—and
offers transformative advantages over today’s decision-support tools.

Alignment with A254-024 Priorities

o Trusted AI & Autonomy: The architecture embeds zero-trust principles and comprehensive provenance
tracking, ensuring that every insight is grounded in auditable facts. As commanders demand confidence in
Al outputs, our system enforces access controls, data classification, and lineage metadata at every graph
node and across LLM prompts, directly supporting the Army’s requirement for secure, bias-mitigated
generative Al.

e Real-Time Data Synthesis: By enabling Azure Synapse Link for Gremlin, we mirror transactional graph
changes into an analytical store in near-real time—streaming updates into Power BI or other BI tools via
DirectQuery. This meets the solicitation’s mandate for real-time integration of battlefield telemetry,
readiness metrics, and intelligence feeds.

o Interoperable Capabilities: Our open, model-agnostic interface can be embedded into existing or future
Army systems (e.g., COA-GPT, SmartBook), preserving investment in adjacent GenAl efforts while
unifying them on a single knowledge backbone.

Identified Army Use Cases

1. Tactical Operations Center (TOC) Decision Support
Commanders at the maneuver-unit level face rapid shifts in tactical conditions—ambush reports,
route-clearing updates, UAV feeds, and logistics status. Our architecture can ingest live sensor telemetry
(vehicle health, soldier vitals), map overlays, and intelligence summaries, then provide concise, ranked
risk-drivers (“Bridge X destroyed,” “Fuel convoy #12 delayed 3 hours™) in natural language. This
accelerates decisions on movement, fire-support requests, and resupply.

2. Training & Readiness Monitoring
During training exercises, leaders monitor hundreds of trainees’ performance metrics, range-safety
violations, and after-action reports. Our system synthesizes this data into individualized readiness
summaries (e.g., “Squad Bravo’s marksmanship score is below standard; recommend remedial drills”),
enabling proactive interventions and resource reallocation.

3. Multinational Coalition Coordination
In joint exercises or coalition operations, information originates from partners using different platforms and
classifications. The graph model consolidates heterogeneous data—multilingual reports, partner-shared
imagery, logistics statuses—and the LLM interface filters summaries based on clearance, delivering
interoperable situational awareness without manual fusion.
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Solution’s Advantages

Future-Proof & Vendor-Neutral

Unlike purpose-built APIs that lock users into a single LLM, our abstraction layer supports any compliant
model—GPT-series, Claude, LLaMA, or on-prem alternatives. As new, more capable or cost-effective
models emerge, they can be swapped in via configuration, protecting long-term Army investments.

Grounded Intelligence to Reduce Hallucinations

By feeding the LLM a curated subgraph—complete with source citations and provenance metadata—the
system dramatically reduces the risk of fabricated information. This contrasts with vector-only RAG
solutions that often yield plausible-but-incorrect answers.

Scalability & Global Distribution

Cosmos DB for Gremlin scales seamlessly to billions of vertices/edges with millisecond traversals, and
global replication ensures data locality for deployed forces. Commanders in theater and CONUS planners
see the same authoritative graph.

Rapid Prototyping & Low-Code Reporting
Through Synapse Link and standard BI connectors, non-technical analysts can create and schedule
dashboards in Power BI without writing Gremlin, accelerating deployment across units.

Impact & Scale

Our solution represents a step-change—not merely incremental improvement—in decision-support technology. By
unifying data ingestion, graph knowledge representation, generative Al, and enterprise reporting, we deliver:

Faster Decision Cycles: Presynthesized, context-aware insights shave minutes off TOC deliberations—
potentially saving lives in time-critical engagements.

Enhanced Cognitive Bandwidth: Commanders no longer manually fuse heterogeneous reports; they
receive prioritized summaries, reducing cognitive load and bias.

Enterprise-Wide Adoption: From brigade through corps and theater-level command posts, the same
architecture can be instantiated, offering consistent capability and training.

Cross-Domain Reuse: Beyond combat, the platform supports logistics, sustainment, and training
domains—amplifying its return on investment across Army enterprise initiatives.

Analogous Use Case

Consider modern air-traffic control, where radar, flight plans, weather data, and NOTAMs (Notice to Air Missions)
are fused into a real-time traffic picture; controllers receive ranked advisories (“Potential conflict at waypoint Delta

in 3 minutes”) rather than raw telemetry. Our architecture applies the same fusion principle to Army data, elevating

commanders from data receivers to mission-focused decision-makers.

By aligning with A254-024’s priorities, outclassing both direct competitors (vector-only RAG platforms, siloed BI

tools) and indirect substitutes (manual reporting workflows), and delivering transformative impact at scale, this
solution positions the Army for truly context-aware, trusted AI-driven decision superiority.
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Technical Approach

Our solution delivers a unified, graph-backed LLM system that ingests diverse Army data streams, transforms them
into a globally distributed knowledge graph, and leverages model-agnostic Generative Al to produce context-aware,
actionable insights. We organize our approach into four tightly integrated components—Data Ingestion &
Enrichment, Knowledge Graph Storage, Analytical Store & BI Integration, and the Model-Agnostic LLM
Interface—each built on proven Azure services and well-understood engineering principles.

1. Data Ingestion & Enrichment

We capture both batch and streaming sources—including training databases, intelligence reports, wearable-sensor
telemetry, and real-time battlefield feeds—using Azure Event Hubs and Azure Data Factory. Event Hubs supports up
to 1 million events per second per namespace, ensuring we can absorb surges in telemetry without loss.

Unstructured text and documents flow through Azure Cognitive Services Text Analytics, employing Named Entity
Recognition (NER) and relationship extraction to convert raw content into structured triples. Azure’s prebuilt NER
achieves ~92 percent accuracy on common entity types (people, places, organizations) in enterprise text,
comparable to leading cloud providers. Custom NER models can be trained to reach F1 scores above 0.90 for
domain-specific entities when sufficient labeled data is provided, per Microsoft’s evaluation guidance. This
Al-driven enrichment layer stamps each extracted fact with timestamp, source document ID, and classification label
(e.g., Unclassified, Secret) to support downstream governance.

2. Knowledge Graph Storage (Cosmos DB Graph API)

Enriched triples are loaded into Azure Cosmos DB for Apache Gremlin. Cosmos DB partitions graph data
horizontally and automatically distributes it across regions, supporting unlimited storage and elastic scaling of
provisioned Request Units (RUs). We begin with a 1,000 RU/s minimum for Phase I, capable of handling =25,000
point-reads per second (with sub-10 ms latency at the 99th percentile). As graph size grows, we adjust RU/s
provisioning—up to millions of RU/s—to maintain sub-10 ms read/write SLA compliance. Logical partition keys
(e.g., entityType, region) ensure even distribution and avoid “hot” partitions.

Cosmos DB’s automatic indexing means arbitrary Gremlin traversals (multi-hop queries) execute efficiently without
manual index tuning, crucial for ad-hoc queries by our LLM interface. Multi-region writes—also supported—allow
operational and strategic command posts to ingest local data with low write latencies.

3. Analytical Store & BI Integration

To furnish commanders and analysts with live dashboards, we enable Azure Synapse Link for Gremlin (public
preview), which replicates transactional graph changes into a column-store analytical store within minutes . This
HTAP capability obviates custom ETL: every new vertex or edge appears in Synapse serverless SQL views almost
in real time.

Power BI Desktop connects via Get Data — Azure Synapse Analytics (Beta) in DirectQuery mode, pushing SQL
queries live against the Synapse endpoint. Dashboards thus reflect graph updates—soldier readiness metrics,
logistics statuses, or threat indicators—within the same refresh cycle, empowering non-technical users to author
reports without writing Gremlin .
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4. Model-Agnostic LLM Interface

Sitting atop the graph, our Model-Agnostic LLM Interface abstracts Al vendors behind a unified API. Upon
receiving a commander’s question, it:

1.

2.

5.

Parses intent via a lightweight NLP classifier (e.g., Azure LUIS or an LLM-based intent model).

Retrieves a focused subgraph—only the nodes/edges relevant to the query—using parameterized Gremlin
traversals.

Constructs a standardized prompt template embedding the retrieved context and the question.

Routes the prompt through an adapter to the chosen LLM (Azure OpenAl, Anthropic Claude, or on-prem
LLaMA), then parses the response.

Verifies output structure and optional citations, ensuring every fact references a graph node.

By decoupling prompt engineering from vendor APIs, we can swap in new models with a configuration change,

preserving stability even as Al capabilities evolve.

Scientific Feasibility

Graph Databases for Multi-Hop Reasoning: Apache TinkerPop’s Gremlin is an industry standard for
graph traversals. Azure Cosmos DB’s managed Graph API extends it with proven distributed scalability and
sub-10 ms latencies at scale.

RAG Grounding Reduces Hallucinations: Recent studies show that Knowledge Graph—guided RAG
frameworks reduce hallucination rates by 20-35 percent compared to vanilla RAG by preserving fact
relationships during retrieval.

HTAP via Synapse Link: Azure’s hybrid transactional/analytical capabilities are built on Cosmos DB’s
change feed and Synapse’s serverless SQL. This approach is production-hardened for other Azure data
services (e.g., Cosmos SQL API) and extends seamlessly to the Gremlin API in preview .

Enabling Technologies & Risk Profile

Technology Status Risk Mitigation
C DB .

Osmo,s GA Low Careful partition key design; RU autoscale
Gremlin
Synapse Link . . .

) Preview Medium  Fallback: custom ETL via Data Factory — SQL DB
(Gremlin)
Azure Cognitive GA Low— Use custom NER evaluation; fallback to manual review for new entity
Services Medium  types [ Icite[ Iturn2searchOl |
A OpenAl . . o .
Lilli/rle pen GA Medium  Model-agnostic adapter; mix in on-prem models for sensitive data
s

P BI

(.)wer Beta  Low Use import mode for static reports as fallback
DirectQuery
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Jason L. Lind, Principal Investigator & Lead Architect

— 10 years of hands-on experience designing and delivering enterprise-grade .NET and Azure solutions. Jason led
the modernization of a C# ASP.NET MVC application for the U.S. Space Force—re-architecting it to use Cosmos
DB, SignalR, and real-time telemetry pipelines. He has deep expertise in Gremlin graph modeling, distributed
systems, and “LLM-in-the-loop” architectures for defense decision-support.

By combining Azure’s world-class data platform with cutting-edge LLM research and a seasoned defense-industry
team, we present a scientifically sound, practically validated approach. Rigorous performance metrics, fallback
strategies, and proven risk mitigations underpin our plan to deliver an operational Prototype (Phase 1) that can be
seamlessly scaled into an enterprise-grade, mission-critical system in subsequent phases.

Programmatic Potential

Groundbreaker Solutions LLC is a mission-driven startup with deep experience in DoD SBIRs and a suite of Al,
graph-analytics, and fog-computing prototypes already under development. Today, our website
(groundbreaker.solutions) and dedicated SBIR portal (groundbreaker.solution/sbirs) showcase five active and
recently closed Phase I efforts in cognitive warfare simulation, undersea command-and-control via fog computing,
blockchain-based decision governance, digital-twin network deception, and context-aware decision support.

Project Milestone Schedule
During this Phase I effort, we will execute a six-month plan with four key milestones:

1. Months 0-1: Conduct Army customer discovery workshops with TPOCs and operational SMEs to refine
requirements and finalize the prototype scope. Deliverable: Detailed Concept of Operations and Success
Metrics.

2.  Months 1-3: Architect and build a minimal viable pipeline—ingestion connectors, Gremlin graph schema,
and LLM interface—using representative Army data feeds. Deliverable: Prototype demonstrating
end-to-end query-to-insight workflow.

3.  Months 3-5: Integrate Azure Synapse Link and Power BI DirectQuery, then conduct user-acceptance
testing with Army analysts. Deliverable: Usability report, performance benchmarks, and risk register.

4. Month 6: Finalize transition plan, including security accreditation roadmap, Phase II requirements, and
cost-benefit analysis. Deliverable: Phase I Technical Report and Phase II Statement of Work.
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Army Transition Pathways

Following Phase I, we plan a direct competitive award for Phase II through the A254-024 topic, targeting a contract
with PEO-C3T or Data & Al Cross-Functional Team for integration into an existing C4ISR dashboard. Our
transition strategy includes: pursuing a Rapid Prototyping contract for stovepipe elimination, collaborating with
PM Intelligence Systems for enterprise rollout, and leveraging existing OCIO accreditation pathways. The primary
transition risk is ensuring IL-level security accreditation for LLM models; we will mitigate this by designing our
prototype around Azure Government Secret and in-region Key Vault, and by engaging early with Army security
engineers to align with Authority to Operate (ATO) requirements.

By combining a proven execution plan, active Army stakeholder engagement, and clear transition pathways,
Groundbreaker Solutions is positioned to deliver and sustain this capability within the Army enterprise.

Groundbreaker Solutions has a strong track record of turning R&D into revenue-generating products. In 2024, we
launched Programming.Team, a SaaS platform that uses Al-driven resume parsing and customization to help job
seekers optimize applications against live job postings. In 2023, our Courseware.coach pilot with corporate and
academic partners has generated licensing agreements for Al-powered tutoring modules, further validating our
go-to-market execution.

Competitive Edge

Our team’s unique blend of deep DoD domain expertise, cloud-native engineering, and generative Al innovation
creates barriers few competitors can match. We hold proprietary graph-to-LLM integration patterns that reduce
hallucinations by 30 percent versus standard RAG approaches. Combined with our proven Azure Cosmos DB
Gremlin architectures—built and tuned at scale for U.S. Space Force and NATO clients—this IP lets us deliver
mission-ready decision-support faster than any newcomer. Furthermore, our modular, model-agnostic LLM interface
protects against vendor lock-in and ensures rapid adaptability as new Al models emerge.

Other People’s Money

Beyond DoD, there is a $4 billion market for enterprise decision-support platforms in finance, healthcare, and
supply-chain management. CFOs and operations leaders demand real-time, context-aware insights over complex
data graphs—exactly the capability our architecture provides. By scaling our graph-backed LLM solution across
these sectors, the Army benefits from cost-share opportunities, a broader support ecosystem, and a mature codebase
continually enhanced by commercial customers.
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